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The use of black & white (B&W) air photographs for the production of his-

toric land cover maps can be done by image classification, using additional

texture features. In this paper we evaluate the importance of a number of

parameters in the image classification process based on texture, such as the

window size, angle and distance used to produce the texture features, the

number of features used, the image quantization level and its spatial resolu-

tion. The evaluation was performed using five photographs from the 1950s.

The influence of the classification method, the number of classes searched

for in the images and the post-processing tasks were also investigated. The

effect of each of these parameters for the classification accuracy was eva-

luated by cross-validation. The selection of the best parameters was performed

based on the validation results, and also on the computation load involved for

each case and the end user requirements. The final classification results were

good (average accuracy of 85.7%, k50.809) and the method has proven to be

useful for the production of historic land cover maps from B&W air

photographs.

1. Introduction

The characteristics of the remote sensing datasets available for land cover mapping

have improved significantly in the last few years. Also the gap between space-borne

and airborne data has narrowed considerably, with a number of satellite sensors

acquiring very high-resolution images and airborne sensors providing digital data, in

the form of multispectral or hyperspectral images. In parallel with the ever

increasing quality and diversity of new remote sensing data sources, there is a

growing interest in historic data, such as military declassified satellite images and old

air photographic surveys. The production of historic land cover maps is an example

where black & white (B&W) photographs are a valuable, sometimes unique, source

of information. The land cover maps are traditionally produced from B&W

photographs by photo interpretation, which is a highly time consuming process. An

alternative to the manual process of photo interpretation is to perform automatic

image classification, in a similar way to what is done with multispectral images.

Image classification is the process of assigning thematic labels to each image pixel.
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In multispectral image classification, the spectral signature of each image pixel

in the multidimensional feature space is used in the discrimination process.

However, when a single panchromatic image is available (such as a greyscale

image obtained by digitizing a B&W air photo) this approach is not possible. One

effective form to classify greyscale images is to make use of the texture infor-

mation present in the image. Texture contains significant information about the

structural arrangement of objects and surfaces and their relationship with the

surrounding environment. This type of approach has been used in remote sensing

and many other image processing areas, such as quality inspection (Basset et al.

2000; Herrero et al. 2004), medical imaging (Gupta and Undrill 1995; Tahir et al.

2004) or product characterization (Carrión et al. 2004). In remote sensing there are

various examples of the use of texture features for the classification of panchromatic

satellite imagery from IKONOS (Chen and Gong 2004), Landsat ETM + (Lu and

Weng 2005) and SPOT (Sali and Wolfson 1992) or airborne data (Coburn et al.

2004). In all these studies, the inclusion of texture improved the final classification

accuracy.

The purpose of this work is to evaluate the ability of texture based image

classification methods to produce historic land cover maps from B&W air photos.

The greyscale digital images used in this study were obtained by scanning a set of air

photographs from the 1950s. The images are approximately 600066000 pixels, in

eight-bit format (0–255 grey levels).

2. Texture features

The most commonly used approach for image texture analysis is based on the

statistical properties of the intensity histogram. The statistical texture descrip-

tors are calculated from the normalized Gray-Level Co-occurrence Matrix

(GLCM) produced for each pixel using a neighbourhood window of D6D

pixels (Haralick et al. 1973). The GLCM corresponds to the number of pairs of

grey levels encountered in the search window, within a predefined direction and

distance.

Figure 1 illustrates the process of building the GLCM for one image pixel,

using a neighbourhood of 767 pixels. In this example the image has only three

bits, thus the GLCM is an 868 matrix. For eight-bit images, the size of the

GLCM produced for each pixel is 2566256. The GLCM for a 0u angle and a

distance 1 can be thought of as the counting of the right (east) neighbouring

pairs. For example, in the case presented in figure 1, there are nine pixels with

value 0 with a right neighbour 0 (pair 0-0) and two pixels with value 1 with a

right neighbour 2 (pair 1–2). Figure 1 also shows the GLCM for 0u angle with

distance 2 and 45u angle with distance 1. The GLCM produced is then modified to

assume symmetry, by adding the transposed version of the matrix, and normalized

to assume that the matrix represents a probability function. The normalized

symmetric GLCM matrices for the example described are presented in figure 1

(bottom line).

The eight texture descriptions used are presented in equations (1)–(8), where N is

the number of grey levels, P is the normalized symmetric GLCM of dimension

N6N and Pi,j is the (i, j)th element of P (Haralick et al., 1973).

N The most basic texture descriptions are the mean (MEAN) and standard

deviation (SD) of the grey levels in the texture window used for each image

594 C. M. R. Caridade et al.
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pixel:

MEAN~mI~
XN{1

i~0

XN{1

j~0

iPi, j ð1Þ

SD~sI~

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
XN{1

i~0

XN{1

j~0

Pi, j i{mIð Þ2
vuut ð2Þ

N The angular second moment (ASM) measures the local uniformity of the grey

levels. In uniform images only a few transitions of grey levels exist within the

texture window reaching area. That is, high values of ASM occur when the distri-

bution of the grey level values is constant or periodic within the search window:

ASM~
XN{1

i~0

XN{1

j~0

P2
i, j ð3Þ

N The homogeneity (HOM) evaluates the presence of near diagonal elements in

the GLCM, and results in a large value if the elements of the GLCM are

Figure 1. Example of the construction of the Gray Level Co-occurrence Matrix (GLCM)
for one pixel. Original image (top); GLCM (middle); normalized symmetric GLCM (bottom).

The use of texture for classification of black & white air photographs 595
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concentrated along its main diagonal:

HOM~
XN{1

i~0

XN{1

j~0

Pi, j

1z i{jð Þ2
ð4Þ

N The contrast (CON), dissimilarity (DIS) and entropy (ENT) measure the

amount of local variation of grey levels. Small values of these variables mean

that the grey levels are centred around the GLCM diagonal, otherwise there is

a more even distribution of the grey levels in the GLCM:

CON~
XN{1

i~0

XN{1

j~0

Pi, j i{jð Þ2 ð5Þ

DIS~
XN{1

i~0

XN{1

j~0

Pi, j i{jj j ð6Þ

ENT~
XN{1

i~0

XN{1

j~0

{Pi, j ln Pi, j ð7Þ

N The correlation (COR) measures the linear dependency of the grey levels. High

correlation values indicate a certain local order of the grey levels:

COR~
XN{1

i~0

XN{1

j~0

i{mIð Þ j{mIð ÞPi, j

s2
I

ð8Þ

Figure 2 shows an example of these eight texture features produced from one

air photo. Both the original image (top left corner) and the texture images were

originally in five bits (32 levels of grey), converted to an eight-bit greyscale (256

levels). Linear histogram enhancements were used for visualization purposes.

3. Experiment description

There are a number of issues that influence the performance of the statistical texture

classification, such as the quantization level of the digital images, the angle, distance

and window size used to compute the GLCM, the feature selection criteria, the

spatial resolution, the number of defined classes, the classification method and the

pos-classification processing of the image. In this study we performed an evaluation

of the importance of each of these issues, in the context of air photo classification for

the production of land cover maps.

3.1 Test images

A set of scanned B&W air photos from 1958 was used, from the national park of

Peneda-Gerês in northwest Portugal. The photographs were acquired by a

photogrammetric camera of 2306230 mm format, at a scale of about 1 : 15000.

Each eight-bit greyscale image is approximately 600066000 pixels, corresponding to

an area of about 363 km on the ground. Only five images were used in this test, but

596 C. M. R. Caridade et al.
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nearly 100 are required to cover the whole park of Peneda-Gerês at this scale. The

large number of images is certainly a strong motivation for having an automatic

classification methodology. Five land cover classes were selected: water, bare

ground, trees, hight scrub and grassland. Two simplified versions were also

established, with four classes (high scrub and trees merged in a single class:

scrub + trees) and with only three classes (scrub + trees and grassland also merged in

a broad vegetation class). Training areas were identified by selecting 10 areas for

each class in the group of images. For some classes, there is a slight overlap between

some of these areas. Each area is typically around 10000 pixels in size (1006100).

Figure 3 shows the five images used and the training areas identified. A statistical

analysis of the training data is presented in table 1. The average, minimum and

maximum values of each feature are presented for each class, based on the training

data. An inspection of table 1 reveals how distinctive classes are and how relevant

are the features. For example, the signature of water is clearly different from the

signatures of the other classes (land) in seven out of eight features (the exception is

COR). Features ASM, HOM and DIS are redundant, as the signatures of the four

Figure 2. The eight textures of the first image from left to right. Top row: original image,
MEAN, SD; middle row: ENT, ASM, CON; bottom row: HOM, DIS, COR. The images SD,
ENT, DIS, HOM, COR, ASM are presented after a linear enhancement was applied.

The use of texture for classification of black & white air photographs 597
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classes are nearly the same. The remaining features are slightly better to discriminate

the four land classes, but there is still considerable overlap between the signatures of

these classes in any single feature.

3.2 Evaluation methodology

The evaluation of the classification results was done by cross-validation. Only nine

of the 10 areas available for each class are used for training; the remaining area is

used to validate the classification result. The process is repeated 10 times with each

of the 10 areas left out of the training stage. The results presented are a weighted

average of the 10 classifications tests performed, leaving at each time one of the 10

different areas for validation.

A mode filter was used after the classification process in order to smooth the

results (Gonzalez et al. 2004). Various window dimensions were used for this filter

with different classification accuracies, as will be shown in §4. For each classification

test, the average and overall accuracies are computed as well as the k coefficient

(Richards and Jia 2006), using equation (9). The k coefficient ranges from 21 to 1

with a value close to 0 when the results are nearly random. High classification

Figure 3. Training areas for the five land cover classes.

598 C. M. R. Caridade et al.
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accuracies will correspond to k values close to 1:

k~
P
P

kxkk{
P

kxkzxzk

P2{
P

kxkzxzk

ð9Þ

where xiz~
P

jxij , xzj~
P

ixij and P is the number of observations.

A set of reference values was established for the various parameters, which were

maintained constant while varying each of the others at a time. The reference values

were: GLCM computed on a 565 window with 0u angle and distance 1, Bayes

classifier, five-bit radiometric image resolution, use of only four texture features

(MEAN, SD, ASM, CON), 25% spatial resolution, four land cover classes and 969

dimension mode filter.

4. Results

The first parameter tested was the classifier. Three distance classifier methods were

tested: Euclidean, Mahalanobis and Bayes (Gonzalez et al. 2004). The classification

accuracy (% of pixels classified in the correct class), obtained from cross-validation,

is presented in table 2 for each classifier and class. As previously stated, all the

Table 1. Statistical characterization of the eight textures for the five land cover classes.

Features Water Bare ground High scrub Grassland Trees

MEAN

average 24.56 114.37 102.43 103.91 95.10
min 19.60 90.35 78.48 87.39 73.12
max 28.15 132.12 122.06 118.44 117.49

SD

average 3.46 13.49 12.76 9.78 10.79
min 3.20 11.32 7.62 6.17 8.58
max 3.63 18.38 15.80 15.86 13.37

ASM

average 4.83 5.20 5.21 5.17 5.19
min 4.76 5.17 5.16 5.09 5.14
max 4.87 5.25 5.25 5.25 5.23

HOM

average 0.040 0.028 0.028 0.029 0.029
min 0.039 0.027 0.027 0.027 0.027
max 0.043 0.029 0.029 0.031 0.030

CON

average 13.80 148.35 190.64 114.22 112.50
min 10.36 78.67 77.89 39.98 72.61
max 15.47 349.54 266.97 272.88 163.36

DIS

average 0.31 0.12 0.11 0.14 0.13
min 0.29 0.08 0.08 0.08 0.10
max 0.34 0.15 0.15 0.19 0.16

ENT

average 2.78 8.96 10.02 7.68 7.98
min 2.41 6.76 6.72 4.81 6.38
max 2.97 14.04 12.46 12.55 9.86

COR

average 0.48 0.59 0.44 0.46 0.50
min 0.45 0.42 0.37 0.36 0.41
max 0.53 0.67 0.48 0.51 0.56

The use of texture for classification of black & white air photographs 599
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remaining parameters were maintained fixed at their reference values. The average

accuracy, overall accuracy and k coefficient are also presented in table 2. The

Euclidean classifier performed slightly better overall than the Bayes method

(k50.758, k50.718, respectively) and is the classifier requiring less computational

effort. It is worth noting that the Mahalanobis distance classifier performance was

surprisingly poor, particularly for the class water, which should be easily

distinguishable.

The second parameter tested was the radiometric resolution. The original images

in eight-bit were degraded to 7, 6, 5, 4 and 3-bit and the classifiers applied to all of

these. The results are presented in table 3. The average accuracy and the k coefficient

vary considerably with the radiometric resolution. The overall accuracy is not so

significant, as the number of training pixels for water is the highest and the

classification accuracy for this class is 100% for all cases. The same happens for most

parameters tested here, thus the overall accuracy is not as meaningful as the average

accuracy and the k coefficient. The best results are obtained for four-bit images,

which is particularly convenient as the computation burden is greatly dependent on

this factor. The computational time required to produce the GLCM matrix and the

texture features is proportional to 2n, where n is the number of bits. So, using the

four-bit version of the image, instead of the original eight-bit format, besides

increasing the classification accuracy it also reduces the running time by a factor of

16.

The third parameter tested was the window dimension of the mode filter applied

after the classification process. The results are presented in table 4. Again, the

classification accuracy is 100% for water on all cases. Although the average accuracy

Table 2. Classification accuracies for the three classifiers tested (in %). The reference value is
underlined and the best choice is in bold.

Land cover class Euclidean classifier Mahalanobis classifier Bayes classifier

Water (%) 100.0 86.8 100.0
Bare ground (%) 73.1 74.5 76.0
Scrub + trees (%) 64.5 76.4 48.6
Grassland (%) 89.9 66.9 90.9

Average accuracy 81.9 76.1 78.9
Overall accuracy 80.8 75.1 80.2
k coefficient 0.758 0.682 0.718

Table 3. Classification accuracies for the various radiometric resolutions tested (in %). The
reference value is underlined and the best choice is in bold.

Land cover class Three-bit Four-bit Five-bit Six-bit Seven-bit Eight-bit

Water (%) 100.0 100.0 100.0 100.0 100.0 100.0
Bare ground (%) 67.6 70.5 76.0 70.5 66.9 66.6
Scrub + trees (%) 80.6 81.3 48.6 21.8 20.0 20.1
Grassland (%) 56.3 66.4 90.9 89.3 48.6 42.3

Average accuracy 76.1 79.6 78.9 70.4 58.9 57.2
Overall accuracy 72.3 76.1 80.2 73.8 62.1 60.5
k coefficient 0.682 0.728 0.718 0.605 0.452 0.430

600 C. M. R. Caridade et al.
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and the k coefficient both increase with the size of the window, some caution should

be taken in the selection of the optimal size for the mode filter. A too large window

will lead to an over-smooth result, which might not be satisfactory from the end

user’s perspective. An inspection of the graphs of the first and second derivate of the

function accuracy versus window size was carried out, as well as visual analysis of

the classified images. The window size 969 was thought to be the most appropriate

for the mode filter. However, the decision of the final selection is a compromise

between the classification accuracy and the end user requirements for spatial detail.

The parameters used to compute the GLCM were also evaluated. The reference

value for the window dimension is 565, and a range of values between 363 and

15615 was tested. The results, presented in table 5, show that the average accuracy

and k coefficient are highest for a window of 767, sharply decreasing for sizes of

11611 or higher. Moreover, the computation burden increases with the increasing

window size, so these are good reasons to keep it reasonably small at 767. The

reference values for the angle and distance used for the pairings for the GLCM were

0u and 1. The distance was varied between 1 and 4 and the angles tested were 0u, 45u,
90u, 135u and 180u. The results of these tests are presented in tables 6 and 7. The best

choice for distance was the reference value, but for the angle the value of 90u was the

best performer, favouring the pairing direction north.

Since some of the texture features are highly correlated, usually not all of them are

needed to perform the classification. Haralick et al. (1973) showed that some

features, such as ASM, CON, COR and ENT, are more important than others.

Zhang et al. (2003) demonstrated the advantage of using a combination of only four

or five texture features instead of all eight. A total of 13 feature combinations were

Table 4. Classification accuracies for the window dimension of mode filter (in %). The
reference value is underlined and the best choice is in bold.

Land cover class 363 565 767 969 11611 13613 15615 17617 19619 21621

Water (%) 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0
Bare ground (%) 69.6 71.8 74.0 76.0 77.9 79.9 81.7 83.2 84.6 86.0
Scrub + trees (%) 45.4 46.4 47.4 48.6 49.7 50.6 51.3 51.9 52.5 53.4
Grassland (%) 86.7 88.0 89.4 90.9 92.3 93.4 94.3 94.9 95.5 96.0

Average acc. 75.4 76.5 77.7 78.9 80.0 81.0 81.8 82.5 83.2 83.9
Overall acc. 75.9 77.3 78.8 80.2 81.6 82.9 83.9 84.9 85.7 86.6
k coefficient 0.672 0.687 0.703 0.718 0.733 0.747 0.758 0.767 0.775 0.785

Table 5. Classification accuracies for the various window dimensions used to produce the
texture features (in %). The reference value is underlined and the best choice is in bold.

Land cover class 363 565 767 969 11611 13613 15615

Water (%) 100.0 100.0 100.0 100.0 100.0 100.0 100.0
Bare ground (%) 69.7 76.0 77.4 76.1 70.5 75.6 76.7
Scrub + trees (%) 32.3 48.6 53.2 50.9 13.8 22.8 22.7
Grassland (%) 95.9 90.9 89.1 89.5 73.7 70.8 71.0

Average accuracy 74.5 78.9 79.9 79.1 64.5 67.3 67.6
Overall accuracy 76.4 80.2 81.0 80.2 69.0 71.8 72.3
k coefficient 0.660 0.718 0.732 0.722 0.527 0.564 0.568

The use of texture for classification of black & white air photographs 601
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tested, six with four features (#1 to #6), six with five features (#7 to #12) and one

with all eight features (#13). The feature combination #1 (MEAN, SD, ASM,

CON) was used as the reference for the test of the other parameters. The results are

presented in table 8, and confirm the views of Haralick et al. (1973) and Zhang et al.

(2003), as combinations #1 and #2 with four features and combinations #7 and #8

with five features have about the same accuracy, both just slightly higher than the

combination #13 using all eight features. In this case the variability of the

classification average accuracy and the k coefficient were small, for different feature

combinations. However, as the computational time increases linearly with the

number of features, the best selection is the combination of four features #2

(MEAN, SD, ENT, CON).

Another parameter evaluated was the image spatial resolution. The original image

size was reduced to 50%, 25% and 10% (both in lines and columns). The

classification was performed on the reduced version of the images, with the results

presented in table 9. The accuracies obtained using the images reduced to 50% and

25% are nearly the same, but the performance with the images reduced to 10% is

considerably worst. The image size greatly affects the computation running time. A

reduction by a factor f in the image size will reduce the computational time by f 2.

For this particular case the reduction of the spatial resolution up to 10% of the

original format is not considered to be a major disadvantage as the spatial resolution

of the images (approx. 0.5 m) is too high for the end user requirements (approx.

5 m). The images reduced to 50% and 25% are both good choices, but the images at

25% size were considered to be the most suitable ones in this case, as the accuracy is

only marginally inferior to the 50% version and the computational effort is much

smaller.

Table 6. Classification accuracies for GLCM distance (in %). The reference value is
underlined and the best choice is in bold.

Land cover class Distance 1 Distance 2 Distance 3 Distance 4

Water (%) 100.0 100.0 100.0 100.0
Bare ground (%) 76.0 67.1 63.7 64.9
Scrub + trees (%) 48.6 21.4 19.3 14.8
Grassland (%) 90.9 81.6 45.7 30.4

Average accuracy 78.9 67.5 57.2 52.5
Overall accuracy 80.2 70.4 59.9 56.1
k coefficient 0.718 0.567 0.429 0.367

Table 7. Classification accuracies for GLCM angle (in %). The reference value is underlined
and the best choice is in bold.

Land cover class Angle 0 Angle 45 Angle 90 Angle 135 Angle 180

Water (%) 100.0 100.0 100.0 100.0 100.0
Bare ground (%) 76.0 69.5 74.5 71.2 75.4
Scrub + trees (%) 48.6 23.1 53.0 27.9 42.6
Grassland (%) 90.9 93.4 93.3 95.9 91.6

Average accuracy 78.9 71.5 80.2 73.8 77.4
Overall accuracy 80.2 74.5 80.7 76.5 79.3
k coefficient 0.718 0.620 0.736 0.650 0.699

602 C. M. R. Caridade et al.
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Table 8. Classification accuracies for the texture features combination (in %). Combinations #1 to #6 use four features, #7 to #12, five features, and #13
all eight features. The reference value is underlined and the best choice is in bold.

Land cover class #1 #2 #3 #4 #5 #6 #7 #8 #9 #10 #11 #12 #13

Water (%) 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0
Bare ground (%) 76.0 76.3 64.7 65.9 63.9 65.0 76.0 76.3 64.7 65.9 63.9 65.0 76.5
Scrub + trees (%) 48.6 48.3 82.0 82.3 82.1 82.3 48.6 48.3 82.0 82.3 82.1 82.3 47.3
Grassland (%) 90.9 91.1 53.4 54.3 52.4 53.3 90.9 91.1 53.4 54.3 52.4 53.3 91.3

Average acc. 78.9 78.9 75.0 75.6 74.6 75.2 78.9 78.9 75.0 75.6 74.6 75.2 78.8
Overall acc. 80.2 80.4 70.4 71.2 69.8 70.6 80.2 80.4 70.4 71.2 69.8 70.6 80.4
k coefficient 0.718 0.719 0.667 0.675 0.661 0.669 0.718 0.719 0.667 0.675 0.661 0.669 0.717
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The final parameter tested was the number of land cover classes looked for in the

images. Table 10 shows the accuracies obtained for the classification into three, four

and five classes. The accuracy results are obviously better for a reduced number of

classes, but the information provided is less valuable. In this case, four was

considered to be the most reasonable value, considering the accuracy of the

classification and the end user requirements.

The tests carried out indicated that the best parameters to classify the park

Peneda-Gerês images are: Euclidean classifier (table 2), four-bit radiometric image

resolution (table 3), 969 dimension of the mode filter (table 4), GLCM computation

using 767 windows size (table 5), with dimension 1 (table 6) at 90u direction

(table 7), four texture features (MEAN, SD, ENT, CON) (table 8), image size

reduced to 25% (table 9) using four different classes (water, bare ground,

scrub + trees and grassland). This selection of parameters was used to perform a

final classification of the five test images. The results from cross-validation with the

best choice of parameters were: average accuracy 83.9%, overall accuracy 82.0% and

the k coefficient 0.786. A final classification process was carried out, using all

training data available and the best selection for all the parameters, presented in

figure 4. The confusion matrix for this final classification task is presented in

table 11. The average accuracy of the final classification was 85.7%, the overall

accuracy 83.4% and the k coefficient 0.809.

Table 9. Classification accuracies for the spatial resolution (in %). The reference value is
underlined and the best choice is in bold.

Land cover class
10% of full
resolution

25% of full
resolution

50% of full
resolution 100%

Water (%) 100.0 100.0 100.0 100
Bare ground (%) 80.0 76.0 70.5 59.3
Scrub + trees (%) 23.1 48.6 80.3 62.3
Grassland (%) 98.1 90.9 65.4 15.7

Average accuracy 75.3 78.9 79.1 59.3
Overall accuracy 89.1 80.2 75.7 56.3
k coefficient 0.670 0.718 0.721 0.458

Table 10. Classification accuracies for the number of land cover classes (in %). The reference
value is underlined and the best choice is in bold.

Land cover class Three classes Four classes Five classes

Water (%) 100.0 100.0 100.0
Bare ground (%) 75.9 76.0 77.2
Vegetation (%) 81.3 … …

Grassland (%) … 48.6 67.9
Scrub + trees (%) … 90.9 …

Trees (%) … … 22.8
High scrub (%) … … 77.2

Average accuracy 85.7 78.9 69.0
Overall accuracy 82.3 80.2 74.8
k coefficient 0.786 0.718 0.613
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5. Conclusions

The aim of this work was to evaluate the ability of texture based image classification

methods to produce historic land cover maps from black & white (B&W) air photos

of the national park of Peneda-Gerês.

The texture based classification process involves a number of parameters,

including some related to the computation of the GLCM (window size, angle and

distance for pairing pixels) and to the image characteristics (spatial and radiometric

resolution). Other parameters were also evaluated, such as the type of classifier, the

number of classes and the features used. A set of reference values was used for the

Figure 4. Final classified images (four classes).

Table 11. Confusion matrix for the final classification (in %).

Land cover class Water Bare ground Scrub + trees Grassland

Water (%) 100.0 0.0 0.0 0.0
Bare ground (%) 0.2 76.5 21.8 1.5
Scrub + trees (%) 0.3 14.2 80.0 5.5
Grassland (%) 0.0 8.4 5.2 86.4
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parameters. Each one of them was varied, within a suitable range of values, and its
effect in the classification accuracy was evaluated by cross-validation. The final

classification result was obtained with a selection of the best values for the

parameters evaluated. The final selection of the combined parameters is obviously

dependent of the initial reference values chosen, and is only valid for this particular

dataset. However, most parameters will not significantly be affected by a different

initial configuration, as long as the final selection is not very different from the

reference scenario. For this particular case, the parameters that were modified from

the initial reference values were: classifier method, image resolution and GLCM
windows dimension and direction. One important aspect of this experiment is the

fact that the training/validation was performed on the combined images, which is a

crucial aspect for practical implementation, which usually require a large number of

images (the national Park of Peneda-Gerês for example is covered by more than 100

images at this scale). This also prompts the issue of computational efficiency, which

is strongly dependent on some of the parameters, such as image spatial and

radiometric resolution, and the window size used for GLCM computation.

Although eight features were produced from the original greyscale images, about
the same classification accuracy was obtained with a selection of only four of these

features (MEAN, SD, ENT, CON). This fact confirms the results obtained by

Gonzalez et al. (2004) and Haralick et al. (1973) and proves to be more convenient

from a computational efficiency point of view. It is also worth noting that the best

results were obtained after reducing both the spatial and the radiometric resolution

of the original images.

The final classification results (average accuracy 85.7%, overall accuracy 83.4%

and k50.809) are reasonably good, although only four main land cover classes were
distinguished. Moreover, it is probably not realistic to expect a much better

discrimination ability from the type of B&W air photograph tested, using an

automatic classification process. The method can nevertheless be useful for the

production of historic land cover maps from B&W air photos.
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